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ABSTRACT

Future mobility systems are expected to incorporate a broad range of transport modalities (passenger cars,
truck platoons, etc.) at different automation levels (SAE Levels 3/4/5). During operation, automated ve-
hicles will have to independently take safety-critical decisions (e.g., when to brake or change lanes) and
estimate the impact of their behavior on the surrounding traffic, thus balancing individual and group safety.
To achieve this, automated vehicles will require a quantitative metric of safety to guide their actions.

This article proposes one such metric, suitable for decision-making and autonomous navigation. The metric
is meant to provide a quantification of the risk a vehicle incurs during operation by taking into account three
main aspects of its operation: the probability of a hazard occurring (e.g., a rear-end collision), the potential
impact of the driving conditions on the health of the vehicle’s passengers were the hazard to occur, and the
capability of the vehicle to avoid the hazard. The article focuses on introducing the conceptual aspects of
the metric first and then presents the initial results on estimating and collision probabilities. The other two
aspects will be addressed elsewhere.

INTRODUCTION

Automated vehicles (car, buses, trucks) are widely considered to be a promising solution to the road safety
and congestion problems. On the one hand, such vehicles would not be subject to distractions or lapses of
judgement that currently lead to the majority of road accident involving human drivers [1], thus improving
road safety. On the other hand, their shorter reaction times and ability to communicate with road infras-
tructure would allow them to drive more efficiently on the roads, increasing road utilization and capacity,
while improving traffic flow.

To realize the aforementioned benefits, automated vehicles would have to drive according to a notion of
correct behavior1, which presumably would maximize (or at least maintain) the safety level of all traffic par-
ticipants. Trained (and experienced) human drivers are able to judge the safety of their situations and act
accordingly (most of the time). This is generally done unconsciously based on implicitly learned behaviors
and models of the world. Automated vehicles, on the other hand, must make explicit judgements about their
safety in order to take decisions regarding their behaviors2. Such decisions may include when to activate
automated emergency braking systems, which trajectory to follow while driving, which route to use to reach
a particular location, when to allow a human driver to regain vehicle control, etc. Thus, reasoning about
safety would be needed at several layers of an automated vehicle’s architecture [2, 3].

Much as the notion of correct behavior (see Footnote 1), safety is also a difficult concept to define pre-
cisely, and it varies with the stake holder considering it. As summarized in the next section, safety has
been addressed from at least three perspectives: traffic system safety, vehicle hazard (collision) avoidance,
and vehicle certification (functional safety). Briefly, from the traffic system perspective, safety is related
to understanding (and preventing) the factors that contribute to traffic crashes and injuries (e.g., vehicle
technologies, infrastructure design, etc. [4,5]); safety from the hazard avoidance perspective is related to de-
termining thresholds on proximity metrics to trigger warning and/or collision avoidance systems (see, among

1Correct behavior is a societally-agreed concept that encompass not only normative or engineering-like goals (e.g., “follow
the traffic rules”) but also elements such as “use an acceptable driving style”, which vary widely by country, age group, etc.

2Arguably, an automated vehicle could be completely controlled by machine-learning-based algorithms trained to mimic
human driving behavior without explicitly reasoning about safety. Not all automated vehicles, however, would be so controlled.
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many examples, [6, 7]; while safety from the certification perspective is related to developing the vehicular
electronics and software at the necessary automotive safety integrity levels (ASILs) [8]. Unfortunately, none
of these approaches directly provide a definition of safety that could be operationalized to reason safety as
needed for autonomous vehicle operation.

This article, introduces a framework to compute one such metric. It can be thought of as an extension
of existing techniques on estimation of probability of collision [9, 10] to incorporate measures of both the
consequences of a potential collision and the ability of the vehicle to avoid such collision. The framework
is modelled after the concepts used in the ISO 262622 standard to assigned ASIL levels, and the resulting
metric can be considered as a measure of interaction severity, when applied to interactions of two vehicles.

The rest of this article is organized as follows: The framework of estimating safety is introduced next, after
a brief summary of available literature on safety definitions. This is followed by a description of our initial
work on estimating the probability of collision in two dimensions, one of the main three elements on our
framework (the other two elements are outlined but described in detail elsewhere). Finally, the paper ends
with out conclusions.

FRAMEWORK FOR SAFETY ESTIMATION

As mentioned in the introduction, the framework for safety estimation proposed here draws from concepts
of safety defined by other researchers and stakeholders. To avoid confusion between the use of “safety” in
the vernacular, and “safety” as a subject of study, the latter will be italicized in the sequel. Several concepts
of safety are summarized next.

A Brief Overview of Safety in the Literature
Perhaps the most frequently recognized concept of safety comes from the field of traffic safety: it is the
absence of road accidents that may lead to severe injury, deaths, and or property damages (see, e.g., [11]).
From this perspective, safety cannot be directly measured3. The lack of safety, however, can be described
via accident statistics, and it is know to have a large impact in terms of loss of life, livelihood, and economic
output [13]. This is why its minimization is of great interest for governments and regulators. Minimizing (or,
hopefully, eliminating) the lack of safety, however, depends not only on the actions of individual vehicles in
traffic, but also on the right combination of vehicle technologies, infrastructure design, and traffic policies.
Thus, the aim of traffic safety research is not to measure safety in order to allow vehicle automation, but
rather to show whether or not the introduction of new technologies or traffic policies lead to demonstrable
reductions of severe road accident statistics (see [14,15] and the references therein).

The aim of minimizing the lack of safety as defined above, gave raise to a number of technologies that help
vehicles avoid or minimize the effect of severe traffic conflicts, which in turn can lead to severe collisions
[14]. Severe traffic conflicts can be defined as traffic interactions where two or more participants are in
collision course and “too close” either in space or time [16]. Collision courses are determined using simpli-
fying assumptions on the vehicles’ behavior (e.g., constant acceleration), while proximity is measured using
any number of indicators, most commonly, time to collision. Appropriate thresholds over these indicators
allow for the automatic activation of a vehicle’s warning and/or collision avoidance systems [6, 7]. Vehicles
equipped with such technologies are assumed to be safer because they minimize the chance of occurrence
and/of the effects of accidents, which is usually confirmed via testing (see, e.g., [17]). Note, however, that
safety does not need to be (and it is not) directly defined/measured in these approaches.

A different perspective altogether on automotive safety is that of functional safety. This concepts, presented
in detail in the ISO26262 standard [8] is related to minimizing the risk of occurrence of particular hazards
due to technological failures (e.g., rear-end collision due to braking failure). To accomplish this, a vehicle’s
hardware (i.e., electronics) and software are developed in a way that they attain specific automotive safety
integrity levels (ASILs). These, in turn, are derived by analyzing the time and possibility of the vehicle

3From this perspective, safety (i.e., the absence of loss of life under all traffic circumstances) cannot be formally proven.
This is, however, a very compelling and important goal to pursue, as stated by the Vision Zero philosophy [12]
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Figure 1: Severity scale for traffic interactions and associated risk (adapted from [4])

being exposed to the said hazards, the gravity of injuries that might be caused were the hazards to occur,
and the likelihood that the injuries could be prevented by the actions of a typical driver. A vehicular system
so designed is said to be functionally safe. Though functional safety is precisely defined in the ISO26262
standard, it cannot be directly quantified.

Finally, it is important to point out that there are several metrics in the literature that are used to allow
vehicle automation [15, 18, 19]. Such metrics have been used for, among other applications, collision avoid-
ance and path planning [6,7,20]). To the best of our knowledge, such metrics are application specific and do
not always take into account the consequence of potential collisions on the drivers involved. The framework
proposed next aims to address both these issues.

On Safety Estimation
A well-known concept from traffic safety literature is that all traffic interactions can be placed along a con-
tinuous “severity” scale [4,14] (see Figure 1). On one end of the scale lie the least severe interactions, which
lead to accidents with very low probability (e.g., a vehicle driving alone in a road). Towards the middle of
the scale lie the mid-severe interactions. They are the most frequent interactions and, generally speaking,
lead to accidents with low probability. On the other end of the scale one finds the most severe and rare
interactions (i.e., the severe traffic conflicts) that lead to severe accidents with (presumably) high probability.
This suggests that one could reason about the degree of safety of a given vehicle in traffic, by quantifying
the severity of the traffic interactions affecting it at a given time.

Unfortunately, there seems not to be yet a consensus in the literature on how to quantify interaction severity,
although it is expected that multiple indicators should be combined to produce such quantification (see, e.g.,
[14, 19, 21]). Here, we propose an approach motivated by the method ISO 26262 standard to assign ASILs.
That is, each traffic interaction involving a vehicle of interest (called host) is treated as a potential hazard
and assigned a severity value equal to the operational risk it imposes on the host. Clearly, the higher the
severity of the interaction, the higher the risk for the host (see Figure 1).

To assign a risk value, we consider the potential hazard’s likelihood, hazardousness, and avoidability4. The
relationship among these factors are illustrated in Fogire 2: the (blue) host vehicle keeps a constant distance
with the (yellow) vehicle in front of it. During this interaction, another (green) vehicle begins a cut-in
maneuver between them. This maneuver creates a potential collision hazard. The risk induced by this
hazard depends on the likelihood of the collision (usually estimated from prediction models). Intuitively, the
higher the collision likelihood, the higher the host’s risk. Further, a mild collision presents a lower risk to the
passengers involved than a severe collision , as the latter has a higher chance to produce severe injuries. Thus,

4These concepts mirror exposure, severity and controllability in ASIL assignment [8].
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Figure 2: Example scenario showing the factors contributing to operational risk.

the hazardousness of the potential collision has also a strong bearing on the host’s risk. Finally, depending
on its capabilities, the host may be able to ameliorate the hazard’s consequences or to avoid it all together.
Thus, the hazard’s avoidability also plays an important role on understanding the host’s operational risk.

Formally, let S : R+ → [0, 1] and R : R+ → [0, 1] denote the host’s (degree of) safety and operational risk
functions respectively (R+ denotes the non-negative real numbers). Then, the host’s (degree of) safety in
the next T ∈ R+ seconds is given by

S(T ) = 1−R(T ) , P{H}(1− P{A})P{I|H}, (1)

where P{H} denotes the probability that “a hazard occurs in the next T seconds” and P{I|H} denotes the
probability that “severe injury or death occur if the hazard occurs in the next T seconds” and P{A} denotes
the probability that the vehicle “can perform an action to avoid the hazard in the next T seconds”. These
three probabilities denote, respectively, the likelihood, hazardousness and avoidability of hazard H.

Remark 1. That a hazard occurs in a given period depends, among other factors, on the actions of the
host and other traffic participants during that period. An automated vehicle can only estimate these future
actions based on past and present sensor data and behavior prediction models. The greater the period T ,
the more uncertain the estimations become. This uncertainty is captured by P{H}. �

Remark 2. P{A} estimates the capability of the host to perform a hazard avoidance action on time to
prevent the hazard from occurring. In (1), as a first approximation, it is assumed that {H} and {A} are
independent events. However, it is clear that the more capable the host is of avoiding a hazard, the lower
the latter’s likelihood. Nevertheless, note that even when P{A} = 1, P{H} > 0 since the hazard likelihood
does not depend solely on the hosts actions. �

Finally, if the host faces more than one hazard simultaneously (see Figure 2), (1) can be extended as follows

S(T ) = 1−R(T ) ,
∑
i

P{Hi}(1− P{Ai})P{Ii|Hi}, (2)

where each H〉, i = 1, 2, · · · , denotes a separate independent hazard (under the assumption that hazards can
be treated independently).

The rest of the document will focus only on collision hazards and will present a method to estimate P{H}.
Details on how to estimate the probability of injury given specific collision conditions can be found in [22].
Methods to estimate collision avoidance capabilities are currently under investigation and will be presented
elsewhere.
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ON PROBABILITY OF COLLISION

As mentioned in the previous section, P{H} represents the host’s uncertainty in determining whether a
collision will occur in a give timeframe. It arises due to: 1) imprecisions in the host’s sensor measurements
and 2) the uncertainty associated with predicting the future behavior of other traffic participants (called
targets) relative to the host.

The general approach used to estimate P{H} is as follows:

• The host’s perception system measure or derives kinematic quantities like host/target positions, head-
ings, lengths and widths, etc.

• These quantities, together with behavioral assumptions on both the host and target, are used to infer
the relative positions of the host and target in the future T seconds5.

• Determine if the target and host overlap.

Typical behavioral assumptions used to estimate future host/target behavior are that they either move with
constant speed or with constant acceleration (see [9]). This allows one estimate both their future relative
positions and their associated probability density functions. From this information one can infer the prob-
ability density function of the host/target overlap. Determining whether two vehicles overlap is akin to
determining whether two convex polygons intersect. This is discussed next.

On Intersections of Convex Polygons
The main tool used to analyze whether two convex sets intersect is called the Separating Hyperplane Theorem
(SHT, see [23]).

Theorem 1 (SHT). Suppose C and D are nonempty disjoint convex sets, i.e., C ∩ D = φ. Then, there
exists a 6= 0 and b such that aTx ≤ b for all x ∈ C and aTx ≥ b for all x ∈ D.

The proof of this theorem is constructive (see [23, p. 46]) and can be used to extend the theorem in several
ways by adding additional conditions to the sets C and D as shown next (see [24,25]):

Lemma 2. Suppose C,D ∈ Rn are nonempty, closed, convex sets, at least one of which is bounded, and are
such that C ∩D = φ. Then, there exists a 6= 0 and b such that aTx < b for all x ∈ C and aTx > b for all
x ∈ D.

The converse of these theorems seems to be true for finite dimensional spaces (like Rn), though no formal
proof has been found. In the finite dimensional case, using the additional concept of “separating axis” (i.e., a
line perpendicular to a separating hyperplane) the following corollary of the Separating Hyperplane Theorem
can be stated:

Lemma 3 (Separating Axis Theorem (SAT)). Let C,D ∈ Rn be nonempty, closed, convex sets. If there
exists a line L for which the projections of C and D, respectively PL(C) and PL(D), onto it do not intersect,
then the C ∩D = φ.

SAT is stated without proof by most authors (although a proof is reportedly available in [26]). This corollary
does not show how to find L so one presumably would have to identify it by inspection or by trial and error.
Fortunately, in the case of convex polygons, the search space for L can be narrowed significantly. To do this,
let L be defined as follows:

L , {x ∈ R2|x = a+ tv̂, t ∈ (−∞,∞)},
5More precisely, one should estimate the positions of the host and the target at time min{TTC, T}, where TTC denotes the

time to collision [15]
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where a is a point in R2 and v̂ is a unitary vector in the desired direction of L. Further, let the operator PL
be defined as follows:

PL : R2 → R2

x 7→ a+ 〈x− a, v̂〉v̂,

where 〈., .〉 denotes the standard inner product. PL(x) returns the location of the orthogonal projection of
x on L. This concept can be extended to a set C ⊂ R2, with a slight abuse of notation, as follows:

PL(C) , {y ∈ R2|y = PL(x), x ∈ C}

The next result then follows (see [27, sec. 7.7.2]).

Corollary 4 (SAT for Convex Polygons). Let C,D ∈ Rn be n− and m−sided convex polygons, respectively,
and let S be a set of lines, each normal to a different edge of C and D. If there exist L ∈ S such that
PL(C) ∩ PL(D) = φ then C ∩D = φ.

Note that S is not unique, since the translation of a separating axis is also a separating axis. Hence, it is
sufficient for S to contains lines that cross the origin (i.e., for which a = 0). Also note that PL(C) and
PL(D) are, by construction, line segments.

Detection of Vehicle Collision
To apply the results of the previous subsection to determining whether two vehicle overlap (i.e., have col-
lided), consider the setup in Figure 3, which shows a host and a target. All coordinates in this figure are
measured with respect to an arbitrary, fixed, ground coordinate system {G}. The figure’s nomenclature is
given in Table 1.
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Figure 3: Coordinate framework for collision detection showing a host and a target vehicle.

To determine whether the host and target overlap, one can apply the SAT for convex polygons. Thus, assume
that in Figure 3 the line L is a separating axis. Theorem 1 and Lemma 3 imply that

PL(Host) ∩ PL(Target) = φ ⇐⇒ |PL(TGc −HG
c )| > 1/2|PL(Host)|+ 1/2|PL(Target)|. (3)
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That is, the host and the target do not collide if the right hand side on the expression above holds6. The
latter can be expanded as follows:

|PL(TGc −HG
c )| > max{|PL(HG

1 −HG
c )|, |PL(HG

2 −HG
c )|}+ max{|PL(TG4 − TGc )|, |PL(TG3 − TGc )|}. (4)

This inequality can be expressed in term of the variables shown in Figure 3 by noticing that

|PL(HG
1 −HG

c )| = |〈HG
1 −HG

c , v̂〉v̂| = |〈Lh/2x̂H +Wh/2ŷ
H , v̂〉|,

and that

|PL(HG
2 −HG

c )| = |〈Lh/2x̂H −Wh/2ŷ
H , v̂〉|,

|PL(TG4 − TGc )| = |〈−Lt/2x̂T +Wt/2ŷ
T , v̂〉|,

|PL(TG3 − TGc )| = |〈−Lt/2x̂T −Wt/2ŷ
T , v̂〉|.

Thus, condition (4) is equivalent to

|PL(TGc −HG
c )| > max{|〈Lh/2x̂H +Wh/2ŷ

H , v̂〉|, |〈Lh/2x̂H −Wh/2ŷ
H , v̂〉|}

+ max{|〈Lt/2x̂T +Wt/2ŷ
T , v̂〉|, |〈Lt/2x̂T −Wt/2ŷ

T , v̂〉|}. (5)

According to Corollary 4, it is sufficient to limit the search for a line L that would fulfill (5) to those parallel
to the sides of the host and target vehicles. If no one if these lines satisfies (5), then the host and target
vehicles overlap. This leads to the following result.

Corollary 5. The host and target vehicles shown in Figure 3 do not collide if and only if any the following
four conditions holds:

|〈TGc −HG
c , x̂

G
h 〉| > Lh/2 + max{|〈Lt/2x̂Gt +Wt/2ŷ

G
t , x̂

G
h 〉|, |〈Lt/2x̂Gt −Wt/2ŷ

G
t , x̂

G
h 〉|},

|〈TGc −HG
c , ŷ

G
h 〉| > Wh/2 + max{|〈Lt/2x̂Gt +Wt/2ŷ

G
t , ŷ

G
h 〉|, |〈Lt/2x̂Gt −Wt/2ŷ

G
t , ŷ

G
h 〉|},

|〈TGc −HG
c , x̂

G
t 〉| > Lt/2 + max{|〈Lh/2x̂Gh +Wh/2ŷ

G
h , x̂

G
t 〉|, |〈Lh/2x̂Gh −Wh/2ŷ

G
h , x̂

G
t 〉|},

|〈TGc −HG
c , ŷ

G
t 〉| > Wt/2 + max{|〈Lh/2x̂Gh +Wh/2ŷ

G
h , ŷ

G
t 〉|, |〈Lh/2x̂Gh −Wh/2ŷ

G
h , ŷ

G
t 〉|}.

Proof : This result follows directly from Theorem 1 and Corollary 4.

The inequalities in Corollary 5 can be simplified by using a more conservative definition of “non-collision”
conditions as follows.

Corollary 6. The host and target vehicles shown in Figure 3 do not collide if any the following four
conditions holds:

|〈TGc −HG
c , x̂

G
h 〉| >

(
Lh +

√
(Lt)2 + (Wt)2

)
/2, (6)

|〈TGc −HG
c , ŷ

G
h 〉| >

(
Wh +

√
(Lt)2 + (Wt)2

)
/2, (7)

|〈TGc −HG
c , x̂

G
t 〉| >

(
Lt +

√
(Lh)2 + (Wh)2

)
/2, (8)

|〈TGc −HG
c , ŷ

G
t 〉| >

(
Wt +

√
(Lh)2 + (Wh)2

)
/2. (9)

Although simpler, conditions (6)-(9) are more conservative. That is, a host and a target may not satisfy
these condition and still not be in collision. As it will be seen next, these leads to an over estimation of the
probability of collision.

6The inequality in (3) is often stated as a “greater or equal” inequality, to allow for the fact that the vehicles may share
common edge (i.e., just touch). Here, a “more than” inequality is used to guarantee full separation between vehicles.

1The world currently outputs the position of the center of a vehicle’s back axel (host or target). Here it is assumed that, in
the future, the world model will also output the length, L, and width, W , every target vehicle.
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Table 1: Figure 3 nomenclature.

Signal Explanation Unit

T
ar

ge
t

TGc = (xGc,t, y
G
c,t) Target geometric center position w.r.t. {G} m,m

xGc,t Target geometrical center1 easting position m

yGc,t Target geometrical center northing position m

xGt Target rear axle center easting position m

yGt Target rear axle center northing position m

ψGt Target rear axle heading (clockwise positive) rad

x̂Gt Unitary vector parallel to the Target’s heading in {G} coordinates

ŷGt Unitary vector perpendicular to the Target’s heading in {G} coordinates

Lt Target vehicle’s length m

Wt Target vehicle’s width m

TG3 (TG4 ) Target vehicle’s back right (left) corner position w.r.t. {G} m,m

H
os

t

HG
c = (xGc,h, y

G
c,h) Host geometric center position w.r.t. {G} m,m

xGc,h Host geometrical center1 easting position m

yGc,h Host geometrical center northing position m

xGh Host rear axle center easting position m

yGh Host rear axle center northing position m

ψGh Host rear axle heading (clockwise positive) rad

x̂Gh Unitary vector parallel to the Host’s heading in {G} coordinates

ŷGh Unitary vector perpendicular to the Host’s heading in {G} coordinates

Lh Host vehicle’s length m

Wh Host vehicle’s width m

HG
1 (HG

2 ) Host vehicle’s front right (left) corner position w.r.t. {G} m,m

P
ro

je
ct

io
n
s L Separating axis candidate

|PL(TGc −HG
c )| Projection magnitude of vector TGc −HG

c over L m

|PL(HG
1 −HG

c )| Projection magnitude of vector HG
1 −HG

c over L m

|PL(TG4 − TGc )| Projection magnitude of vector TG4 − TGc over L m
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Figure 4: Host coordinate framework for collision detection showing a host and a target vehicle. The variables
are defined as in Table 1, replacing the superscript G with H .

Estimation of Probability of Collision
The estimation of probability of collision is performed by the host vehicle based on measurements provided by
its perception system. These measurements include the target position w.r.t. the host, THc , and the target’s
heading w.r.t., ψHt , and assume the frame of reference shown in Figure 4 (a rotated version of Figure 3). It
follows from this figure that:

HH
c = 0, x̂Hh = (1, 0), ŷHh = (0, 1), x̂Ht = (sin(φHt ), cos(φHt )), ŷHt = (− cos(φHt ), sin(φHt )).

As mentioned before, the uncertainty associated with the host vehicle sensor measurements and the predic-
tions of future host/target behavior is what makes checking (6)-(9) non-deterministic. The uncertain sensor
measurements can be treated as random variables with associated Probability Density Functions (PDFs).
These variables will be denoted in the sequel in boldface fonts. The primary sensor measures, upon which
any other quantities are derived, are listed next.

Assumption 1. The following (primary) quantities are assumed to be independent random variables defined
over the probability space (Ω,F ,P). They are shown with their associated PDFs.

THc = (xHc,t,y
H
c,t) ∼ fTc = fxc,tfyc,t , where xHc,t ∼ fxc,t and yHc,t ∼ fyc,t

ψHt ∼ fψt , Lt ∼ fLt , W t ∼ fWt
.

Since current automated vehicle not in general have the ability of directly estimating Wt or Lt from sensor
measurements, the following assumption will be accepted as true in the sequel.

Assumption 2. The target’s size is communicated via vehicle-to-vehicle communication to the host.

These assumptions and conditions (6)-(9) can be used to derive an over-estimate of the probability of collision
as follows: Let C1, C2, C3, C4 ⊂ Ω be the following events

C1 , {ω ∈ Ω | |xHc,t| >
(
Lh +

√
(Lt)2 + (Wt)2

)
/2},

C2 , {ω ∈ Ω | |yHc,t| >
(
Wh +

√
(Lt)2 + (Wt)2

)
/2},

C3 , {ω ∈ Ω | |xHc,t sin(ψht ) + yHc,t cos(ψht )| >
(
Lt +

√
(Lh)2 + (Wh)2

)
/2},

C4 , {ω ∈ Ω | |xHc,t cos(ψht )− yHc,t sin(ψht )| >
(
Wt +

√
(Lh)2 + (Wh)2

)
/2}.
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Further, let A ⊂ Ω be the event “host and target do not collide” defined according to Corollary 6. That is,

A ,
{
ω ∈ Ω | ω ∈

⋃4
i=1 Ci

}
. It follows from this definition and from De Morgan’s laws that Ā , Ω − A,

the “host and target collide” event, is given by:Ā ,
{
ω ∈ Ω|ω ∈

⋂4
i=1 C̄i

}
, where C̄i = Ω−Ci, i = 1, · · · , 4.

This lead to the following result

Theorem 7. Consider the host and target vehicle in Figure 4. Under Assumptions 1 and 2, the probability
of collision between the host and target, P{H} can be overestimated as follows:

P{H} = P{“Host-Target Collide”} ≤ P{ω ∈ Ω | ω ∈ Ā} = P{(xHc,t,yHc,t,ψ
H
t ) ∈ R1 ∩R2(ψHt )× [0, 2π)},

where R1, R2(ψHt ) ⊂ R2 are rectangular regions in R2 given, respectively, by:

R1 , {(x, y) ∈ R2 | |x| ≤ 0.5(Lh +
√

(Lt)2 + (Wt)2), |y| ≤ 0.5(Wh +
√

(Lt)2 + (Wt)2)},

and

R2(ψHt ) ,
{

(x, y) ∈ R2 | (x, y) = r
[
sin(ψHt )

cos(ψHt )

]
+ s

[
cos(ψHt )

− sin(ψHt )

]
;

|r| ≤ 0.5(Lt +
√

(Lh)2 + (Wh)2), |s| ≤ 0.5(Wt +
√

(Lh)2 + (Wh)2)
}
.

Proof : Recall that A is defined based on conditions (6)-(9). Since these are conservative, it follows that A is a
subset of the event “Host and Target do not Collide”. This in turn implies that P{“Host-Target Collide”} ≤
P{ω ∈ Ω | ω ∈ Ā}. Next, observe from the definition of A that

Ā =
{
ω ∈ Ω|ω ∈ (C̄1 ∩ C̄2) ∩ (C̄3 ∩ C̄4) ∩ Ω

}
. (10)

The three terms in the RHS of the expression above can be further developed.

C̄1 ∩ C̄2 =
{
ω ∈ Ω | |xHc,t| ≤

(
Lh +

√
(Lt)2 + (Wt)2

)
/2
}

⋂{
ω ∈ Ω | |yHc,t| ≤

(
Wh +

√
(Lt)2 + (Wt)2

)
/2
}

=
{
ω ∈ Ω | |xHc,t| ≤

(
Lh +

√
(Lt)2 + (Wt)2

)
/2, |yHc,t| ≤

(
Wh +

√
(Lt)2 + (Wt)2

)
/2
}

=
{
ω ∈ Ω | (xHc,t,yHc,t) ∈ R1

}
.

(11)

Similarly:

(C̄3 ∩ C̄4) ∩ Ω = (C̄3 ∩ C̄4) ∩ {ω ∈ Ω | ψHt ∈ [0, 2π)}

and

(C̄3 ∩ C̄4) = {ω ∈ Ω | |xHc,t sin(ψht ) + yHc,t cos(ψht )| ≤
(
Lt +

√
(Lh)2 + (Wh)2

)
/2,

|xHc,t cos(ψht )− yHc,t sin(ψht )| ≤
(
Wt +

√
(Lh)2 + (Wh)2

)
/2}.

The above expression can be further developed by letting r = xHc,t sin(ψht )+yHc,t cos(ψht ) and s = xHc,t cos(ψht )−
yHc,t sin(ψht ), and observing that [

r
s

]
=

[
sin(ψht ) cos(ψht )

cos(ψht ) − sin(ψht )

] [
xHc,t
yHc,t

]
,

so [
xHc,t
yHc,t

]
=

[
sin(ψht ) cos(ψht )

cos(ψht ) − sin(ψht )

] [
r
s

]
= r

[
sin(ψht )

cos(ψht )

]
+ s

[
cos(ψht )

− sin(ψht )

]
.
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This implies that

(C̄3 ∩ C̄4) ∩ Ω =

{
ω ∈ Ω |

[
xHc,t

yHc,t

]
= r

[
sin(ψht )

cos(ψht )

]
+ s

[
cos(ψht )

− sin(ψht )

]
,

|r| ≤ 0.5(Lt +
√

(Lh)2 + (Wh)2), |s| ≤ 0.5(Wt +
√

(Lh)2 + (Wh)2);ψHt ∈ [0, 2π)
}

or, equivalently, that

(C̄3 ∩ C̄4) ∩ Ω =
{
ω ∈ Ω | (xHc,t,yHc,t) ∈ R2(ψHt );ψHt ∈ [0, 2π)

}
. (12)

Replacing (11)-(12) into (10) yields

A =
{
ω ∈ Ω | (xHc,t,yHc,t) ∈ R1 ∩R2(ψHt );ψHt ∈ [0, 2π)

}
=
{
ω ∈ Ω | (xHc,t,yHc,t,ψ

H
t ) ∈ R1 ∩R2(ψHt )× [0, 2π)

}
,

which proves the Theorem.

To end this section, we provide a numerical implementation of the results in Theorem 7.

A Numerical Implementation
The goal here is to compute P{(xHc,t,yHc,t) ∈ R1 ∩R2(ψHt );ψHt ∈ [0, 2π)}. Formally,

P{(xHc,t,yHc,t) ∈ R1 ∩R2(ψHt );ψHt ∈ [0, 2π)}

=

∫∫∫
1{(x,y,ψ)∈R1∩R2(ψHt )×∈[0,2π)}fxc,t,yc,t,ψtdxdydψ.

Under Assumption 1, the above expression can be further simplified as follows:

P{(xHc,t,yHc,t) ∈ R1 ∩R2(ψHt );ψHt ∈ [0, 2π)}

=

∫
1{ψ∈[0,2π)}

(∫∫
1{(x,y,ψ)∈R1∩R2(ψHt )}fxc,t,yc,tdxdy

)
fψtdψ. (13)

To further simplify the expression above, knowledge of the specific type of distributions for each random
variable would be needed. In the absence of emperical information, the following assumption will be made:

Assumption 3. xHc,t, y
H
c,t, and ψHt are uniformly distributed random variables.

Since the world model provides estimates of the mean, µ, and variance, σ2, for each measured variable, the
probability density functions associated with xHc,t, y

H
c,t, and ψHt x

H
c,t, y

H
c,t, and ψHt are given by:

fxc,t =
1√

12σxHc,t
1{x∈[µ

xHc,t
−
√
3σ
xHc,t

,µ
xHc,t

+
√
3σ
xHc,t

]},

fyc,t =
1√

12σyHc,t
1{y∈[µ

yHc,t
−
√
3σ
yHc,t

,µ
yHc,t

+
√
3σ
yHc,t

]},

and

fψt =
1√

12σψHt
1{ψ∈[µ

ψHt
−
√
3σ
ψHt

,µ
ψHt

+
√
3σ
ψHt

]}.
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Figure 5: The gray area shows the region of integration associated with (14).

Replacing the above functions in (13) yields, after a few manipulations, the following:

P{(xHc,t,yHc,t) ∈ R1 ∩R2(ψHt )ψHt ∈ [0, 2π)}

=
1

12
√

12σxHc,tσyHc,tσψHt

µ
ψHt

+
√
3σ
ψHt∫

µ
ψHt
−
√
3σ
ψHt

(∫∫
1{(x,y,ψ)∈R1∩R2(ψ)∩R3}dxdy

)
dψ, (14)

where R3 ⊂ R2 is the rectangular subset of R2 given by:

R3 , {(x, y) ∈ R2 | x ∈ [µxHc,t −
√

3σxHc,t , µxHc,t +
√

3σxHc,t ], y ∈ [µyHc,t −
√

3σyHc,t , µyHc,t +
√

3σyHc,t ]}.

Note that the expression between parenthesis in (14) is the area of the polygon created by intersecting R1,
R2(ψ), and R3 (the intesection could also be empty). An example of this intersection is shown in Figure
5. Let m(R1 ∩ R2(ψ) ∩ R3) denote this area and observe that it is a function of the angle ψ. Although a
formula could be derived to compute this area as a function of ψ, such an expression would not provide more
insights or lead to simplifications. Hence, a numerical approach is better suited to compute (14).

To this end, let 1 ≤ n ∈ Z+ and set ψi = µψHt +
√

3σψHt

(
2i
n − 1

)
, i = 0, . . . , n − 1. The right hand side of

(14) can now be approximated as follows:

P{(xHc,t,yHc,t) ∈ R1 ∩R2(ψHt )ψHt ∈ [0, 2π)} ≈ 1

12nσxHc,tσyHc,t

n−1∑
i=0

m(R1 ∩R2(ψi) ∩R3) (15)

where, for every ψi, m(R1∩R2(ψi)∩R3) can be computed using standard functions for polygon intersection
(see, e.g., Sutherland-Hodgman Polynomial Clipping Algorithm in [28]) and polygon area [29]. The calcula-
tion of (15) can be performed numerically by implementing Algorithm 1.

CONCLUSIONS

This article proposed a methodology to compute the “safety” of a vehicle quantitatively, so it can be used
by automated vehicle for decision making and control. The methodology treats each interaction a vehicle
has with other road user and road interactions as potential hazards and assigns each value of risk. The
risk a hazard imposes on the vehicle in derived from the hazard’s likelihood, hazardousness, and from the
capability of the vehicle to avoid it. The article also offered a theoretical method to estimate the likelihood of
two-dimensional collision hazards (an extension of the work in [9]) and recommendations on how to estimate
hazard hazardousness.
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Algorithm 1 InSTProbColEstimator: Instantaneous, Single Target, Host-Target Probability of Collision
Estimator
Require: Wh > 0, Lh > 0,Wt > 0, Lt > 0 {host & target dimensions}
Require: xHc,t, y

H
c,t, σxHc,t ≥ 0, σyHc,t ≥ 0 {mean and variance of the target position w.r.t. the host}

Require: ψHt , σψHt ≥ 0 {mean and variance of the target’s heading w.r.t. the host’s vertical axis}
Require: n ≥ 1 {number of discretization points for the range of ψHt }
Ensure: PCol = Probability of Collision
PCol← 0 {PCol is zero by default}

R1 ←


−0.5(Lh+

√
(Lt)2+(Wt)2) −0.5(Wh+

√
(Lt)2+(Wt)2)

0.5(Lh+
√

(Lt)2+(Wt)2) −0.5(Wh+
√

(Lt)2+(Wt)2)

0.5(Lh+
√

(Lt)2+(Wt)2) 0.5(Wh+
√

(Lt)2+(Wt)2)

−0.5(Lh+
√

(Lt)2+(Wt)2) 0.5(Wh+
√

(Lt)2+(Wt)2)

 {R1 vertices, counterclockwise (CCW)}

R3 ←


xHc,t−

√
3σ
xHc,t

yHc,t−
√
3σ
yHc,t

xHc,t+
√
3σ
xHc,t

yHc,t−
√
3σ
yHc,t

xHc,t+
√
3σ
xHc,t

yHc,t+
√
3σ
yHc,t

xHc,t−
√
3σ
xHc,t

yHc,t+
√
3σ
yHc,t

 {R3 vertices, CCW}

[RisEmpty,R]← PolyIntersect(R1, R3) {R: R1 ∩R3 CCW vertices. If empty, RisEmpty = 1}
if ¬RisEmpty then
for i = 0 to n− 1 do
ψ ← ψHt +

√
3σψHt

(
2i
n − 1

)
R2 ←


−0.5(Lt+

√
(Lh)2+(Wh)2) 0.5(Wt+

√
(Lh)2+(Wh)2)

−0.5(Lt+
√

(Lh)2+(Wh)2) −0.5(Wt+
√

(Lh)2+(Wh)2)

0.5(Lt+
√

(Lh)2+(Wh)2) −0.5(Wt+
√

(Lh)2+(Wh)2)

0.5(Lt+
√

(Lh)2+(Wh)2) 0.5(Wt+
√

(Lh)2+(Wh)2)

[ sin(ψ) cos(ψ)
− cos(ψ) sin(ψ)

]
{R2(ψi) CCW vertices}

[RaEmpty,Ra]← PolyIntersect(R,R2) {Ra:R1∩R3∩R2(ψ) CCW vertices. If empty, RaEmpty = 1}

if ¬RaEmpty then
PCol← PCol + PolyArea(Ra)

end if
end for
PCol← PCol/(12nσxHc,tσyHc,t)

end if
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Further work is required to link the likelihood estimator with motion predictor models, and to validated the
complete methodology first by detailed simulations and they by experimentation.
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