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ABSTRACT

To make safe transitions from autonomous to manual control, a vehicle must have a representation of the awareness of driver state; two metrics which quantify this state are the Observable Readiness Index and Takeover Time. In this work, we show that machine learning models which predict these two metrics are robust to multiple camera views, expanding from the limited view angles in prior research. Importantly, these models take as input feature vectors corresponding to hand location and activity as well as gaze location, and we explore the tradeoffs of different views in generating these feature vectors. Further, we introduce two metrics to evaluate the quality of control transitions following the takeover event (the maximal lateral deviation and velocity deviation) and compute correlations of these post-takeover metrics to the pre-takeover predictive metrics.

INTRODUCTION

It is important to plan for safe operation of intelligent vehicles in situations of system failure. Intelligent and autonomous vehicles face challenges when dealing with long-tail events, defined as events which occur with little to no regularity and are thus difficult for the dominant regime of learning-based perception and control models to operate safely. When such situations are identified, the vehicle may benefit from passing control to the human driver. However, there is risk in such control transitions, especially if the driver is not alert to the scene or ready to operate the vehicle; in these cases, it may be safer for the vehicle to perform an emergency maneuver such as braking or pulling over.

To mediate between these options, predicting the driver’s takeover readiness is a critical human factor consideration for safe control transitions in conditionally autonomous vehicles. The duration of such a transition is quantified by the so-called Takeover Time (TOT), which measures the interval between an autonomous vehicle’s request for manual driving (Takeover Request or TOR) and the time the driver assumes control. An illustration of the role of Takeover Time when an autonomous vehicle encounters an on-road hazard (and the necessary computation of the driver’s ability to safely perform that takeover) are provided in Figure 1.
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Figure 1. An autonomous vehicle may issue a takeover request when encountering an on-road hazard. For a safe control transition, the vehicle must have an understanding of the driver’s state, which can be inferred via in-cabin cameras observing the driver for visual cues.

Establishing metrics to evaluate the effectiveness of a control transition is critical for effective experimentation and design of the systems we trust to make these decisions safely. Ego-vehicle metrics based on lateral and longitudinal motion immediately post-takeover provide information on how smoothly and safely the driver has established manual control.

Altogether, the problem of predicting readiness for control transition requires metrics across a before-during-after framework: how ready is the driver to take control (before), how long will it take the driver to establish control (during), and how successfully did the driver take control (after).

RELATED RESEARCH

Driving in real freeway and urban environments can subject drivers (and autonomous agents) to a variety of complex scenes, such as unexpected surround vehicle path changes and marked and unmarked intersections. Many research works seek to better analyze and understand the surrounding scene to make for safer autonomous
interactions [1, 2, 3, 4], but of equal importance is the ability of the vehicle to provide transition of control to an alert
driver to complete interactions under uncertainty. Driver state monitoring [5, 6] has many safety applications in
crash prevention and mitigation under manual control, but here we focus on situations where vehicles begin in an
autonomous state and return control to a human driver for safety. Commercial trends show growth in the use of
driver-facing camera systems to facilitate this state monitoring, as both safety benefits of such systems and
privacy-preserving mechanisms [7] improve. However, a recent study [8] determined that cars with such systems
exhibited both inconsistent and unsafe behaviors as well as poor driver alerting on road departure and construction
zone test contexts for a highly-automated vehicle. Further research shows that even when a takeover is enacted,
there is significant risk of accidents even after driver intervention [9], though research has guided effective HMI to
communicate the vehicle state (and request for manual control) to the driver [10, 11, 12]. Efforts towards improving
safety in takeover situations align with the Fallback (Minimal Risk Condition) category in the NHTSA framework
for Automated Driving Systems [13], further exemplified in the ADS test framework proposed by Thorn et al. [14].

Deo and Trivedi [15] define the Objective Readiness Index (ORI), a metric which quantifies a driver’s readiness
behind the wheel by normalizing and averaging ratings assigned by multiple human observers viewing feeds from
in-cabin cameras capturing the driver’s gaze, hand, and foot activity. Research connecting these cues to driver
attention have provided an important basis for driver state analysis in safety applications [16, 17]. They show this
metric can be predicted using an LSTM-based machine learning model inferring on observations from similar
in-cabin camera feeds. Recent successful predictive methods encode such in-cabin camera observations into class
probability vectors using convolutional neural networks. These include Rangesh and Trivedi’s HandyNet CNN [18],
Yuen and Trivedi’s part affinity fields approach [19], Vora et al.’s gaze CNN [20], and Rangesh and Trivedi’s forced
spatial attention approach [21]. Such vectors serve as low-dimensional representations of the predictive information
from appearance-based models of hand, eye, and foot activity of the driver.

Extending to an additional objective metric, Rangesh et al. [22, 23] show that computer vision and machine learning
algorithms can be used to predict quantities such as the takeover time for a driver during a transition from
autonomous to manual control. Both ORI and TOT estimation methods use as features the estimated positions of the
driver’s eye gaze, hands, and feet relative to the driving scene, steering wheel, and pedals respectively.

While many studies analyze driver takeovers from simulation, our research is conducted over naturalistic driving
data collected from real autonomous vehicles operating on an experimental test track. Shi and Bengler [24] provide
analysis of takeover times in relation to external conditions and in-cabin driver tasks; we provide similar
analysis and include learning-based methods of estimating a driver’s readiness and takeover time.

Previous works demonstrate the ability of such algorithms to operate within a fixed experimental camera view; here
we explore whether algorithms which predict takeover readiness generalize well to multiple driver views. Further,
we explore the relationship between takeover readiness and the timing and quality of such takeover events. Takeover
quality is of critical importance, as there is apparent difference in the reflexive establishment of motor readiness
versus cognitive processing of a road situation which can be impaired by driver distraction [25].

**METHODS**

While related works collect gaze and hand features from a single camera view, here we adopt a multi-camera
framework for evaluation. We apply convolutional models to estimate driver gaze and hand states from a variety of
camera views, then further illustrate the effectiveness of these model outputs in estimating ORI and TOT, following
the machine learning framework defined in [15, 22, 23].
Models For Driver Behavior Analysis

To analyze driver behavior in estimating ORI, we first collect frame-wise output features of driver gaze and hand activity, using the pipeline depicted in Figure 2. The method we employ begins with detection of the driver in each of the four camera views, followed by application of a human-pose estimation model to predict the driver’s joint locations. Such an approach is traditionally referred to as “Top-Down”. It is worth noting that these joint detection models are sensitive to the accuracy of the initial detection of the driver, and likewise the models for driver activity classes are sensitive to the accuracy of the detected joints.

For driver detection, we employ the MM Detection [26] implementation of Faster-RCNN [27] with Feature Pyramid Networks [28], using a ResNet-50 backbone [29] pretrained on COCO [30]. For joint detection, we employ the MMPose [31] implementation of HRNet [32], also pretrained on COCO human detections fit to a resolution of 256x192. We use the driver’s ears, eyes and nose key-points to localize and crop their eye region. The cropped image is then passed through a convolutional neural network that classifies the driver’s gaze zone. Similarly, we use the driver’s elbow and wrist key-points to localize their hands. Cropped images of the driver’s hands are passed through convolutional neural networks that classify the driver’s hand location (e.g. on wheel, interacting with infotainment, in-air gesturing, etc.) and held objects (e.g. phone, beverage, etc.). Figure 3 shows the driver’s eye and hands localized using their pose keypoints.

Figure 2. Overview of driver behavior analysis: We apply a detector and human-pose estimation model to each of the four views to localize the driver and their joints. We use the pose key-points to localize the driver’s eyes and hands. Cropped images around the driver’s eyes and hands are passed through convolutional neural networks to classify the driver’s gaze zone, hand location, and held object.
Eye and hand localization: We localize the driver's eyes and hands using the estimated head, elbow, and wrist key-points.

**Dataset** We collected gaze data from 9 different subjects for training the gaze and hand zone estimation models. Each subject was instructed to look at the different gaze zones sequentially by an experimenter. The subjects were encouraged to vary their head and body pose while ensuring that their gaze was directed towards the same gaze zone. Likewise, subjects were asked to place their hands through five hand locations: on steering wheel, on lap, in air (including gesturing), using infotainment unit, and on cupholder, followed by three held object activities: phone, tablet, and beverage (water bottle). The captured videos were then split into contiguous segments for each gaze zone, hand zone, and held object, providing labeled training data for the models. All 4 cameras synchronously captured the training data, yielding a total of 86953 frames with labeled gaze zones, 181,584 frames with labeled hand zones, and 263,166 images per camera with labeled held objects. During training for the gaze and hand classification systems, we employed a cross-validation method whereby one subject is entirely removed from the training data, and used only as the evaluation subject. This technique helps in identifying the generalization of the models to subjects unseen in training data (i.e. avoiding overfitting to particular participants’ hands and eyes).

**Gaze Zone Classification** We use the cropped image around the driver’s eyes to classify the driver’s gaze direction into one of five different gaze zones. We consider the following gaze zones related to driving as well as non-driving activities: forward, rearview (generalized to include left shoulder/blind spot, left mirror, rearview mirror, right mirror, and right shoulder/blind spot), lap, speedometer, and infotainment. Figure 4 shows an illustration of the driver looking at each of the 5 gaze zones in all 4 views. These set of gaze zones capture non-driving related tasks (NDRTs) such as interacting with the infotainment unit or using a handheld device, as well as an attentive driver checking the vehicle’s surroundings in the front or rear.

**Figure 3.** Eye and hand localization: We localize the drivers eyes and hands using the estimated head, elbow, and wrist key-points.

**Figure 4.** The 5 gaze zones as seen from our 4 camera views.
We used an EfficientNet-B3 [33] model for classifying gaze zones. We used the ImageNet pretrained weights as the starting point for training and trained the model using our collected training data. The final fully connected layer was modified to have 5 outputs for the 5 gaze zones. We trained separate models for each of the four camera views: dashboard-center, dashboard-driver, steering, and rearview. Table 1 shows the classification accuracies with each camera view. Figure 5 shows the confusion matrices for gaze zone classification with the 4 camera views. From the confusion matrices we note that the dashboard driver and steering camera views achieve high accuracies for all gaze zones, compared to the rearview and dashboard-center camera views. Further, the most commonly confused gaze zones are (i) speedometer and forward and (ii) rearview mirror and infotainment. Both of these views correspond to slight differences in head/gaze pitch. The steering column camera which is directly pointed at the driver’s face (see Fig. 4) is best suited for distinguishing between these gaze zones.

### Table 1

<table>
<thead>
<tr>
<th>Gaze Zone Classification Accuracies (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>View</td>
</tr>
<tr>
<td>Dashboard-driver</td>
</tr>
<tr>
<td>Dashboard-center</td>
</tr>
<tr>
<td>Rearview</td>
</tr>
<tr>
<td>Steering</td>
</tr>
</tbody>
</table>

![Confusion Matrices](image)

**Figure 5.** Confusion matrices for gaze zone classification using the 4 different camera views.
Hand Location and Held Object Classification. We use cropped images around the driver’s hands to classify the driver’s hand locations and held objects using a ResNet-18 model (pretrained on ImageNet). We use a separate model per hand and per function, yielding a four model suite per camera view. Additionally, for each camera view, we use three different crop sizes, as different views may benefit from larger or more constrained contextual regions, and pixel area occupied by the hand may change between views. We sampled from dimensions 50x50, 100x100, and 200x200, and recommend that these hyperparameters can be tuned specific to the camera view and desired task.

With the aforementioned group of combinations, we train a total yield of 48 models. Of these, we select the best-performing model across the crop sizes, with the results reported in the confusion matrices shown in Figures 6 and 7. From these matrices, the dashboard center view provides the best estimate of left and right hand positions, while the rearview and dashboard center cameras appear to perform better for held object classification. For the driver-center view, left hand zone classification accuracy is 79% and right hand zone classification accuracy is 90% corresponding to the confusion matrices in Figure 6. In the rearview and dashboard center cameras respectively, left held object classification accuracy is 75% and right held object classification accuracy is 72% corresponding to the confusion matrices in Figure 7. One promising feature of the held-object classifiers is that the models provide a fairly consistent binary function between whether an object is held or not held (that is, it tends to correctly return “None” when no object is held, and some object when any object is held).

Figure 6. Confusion matrices for left hand zone classification (left) and right hand zone classification (right) from the experimentally-optimal dashboard center view. Note that the left hand is excluded from reaching the radio or cupholder in our current scheme.

Figure 7. Confusion matrices for left hand held object classification (left) and right hand object classification (right) from the experimentally optimal camera views.
EXPERIMENTS AND EVALUATION

Observable Readiness Index Estimation with Multi-Camera Framework for In-Cabin Activity Monitoring

The Observable Readiness Index (ORI) estimation model consists of two steps, shown in the red blocks of Figure 8. The first step involves extracting frame-wise features capturing the driver’s state, and the second step involves using an LSTM model to aggregate temporal context over the past 2 seconds of frame-wise features. The original ORI model described in [15] used frame-wise features from 4 cameras observing the driver’s face, hands, feet and body pose, and two IR range sensors observing the driver’s hands and feet. To adapt it to the above multi-camera framework, we train the ORI model using a subset of features focused on driver gaze and hand activity, obtained from models described in the above sections for gaze features (gaze zone probabilities) and hand features (held object class probabilities and hand activity class probabilities).

Datasets

Naturalistic driving data for training vision models was collected from two source testbeds: (1) the LISA-T testbed [17] operated in urban and freeway environments in La Jolla, California (USA), and (2) the controlled driving datasets collected from a twin Tesla Model S described in [15, 22, 23], capturing real takeover events from over 100 subjects on a test track in Iowa. Both testbeds have self-driving features which can be operated in real-world freeway environments. Subjects in Iowa performed each of eight different non-driving related tasks (NDRTs) while the Tesla operated on autopilot, maintaining its lane and a cruising speed of 30 mph. Subjects were then issued a TOR while the autopilot was simultaneously disengaged. The drivers are expected to assume control and stabilize the vehicle. Data from the Iowa test track further included distances to lane markings, captured from an onboard Mobileye system, and speed data annotated from the dashboard speedometer.

The LISA-T testbed dataset, used here to evaluate the effectiveness of the multi-camera framework and relationship of readiness to takeover quality, features collected video data on three drivers from four infrared cameras, mounted behind the steering wheel, on the dashboard facing the driver, on the dashboard facing the center of the cabin, and from the rearview mirror facing the center of the cabin (the same positions used in training the gaze and hand models described in the previous section). This naturalistic driving dataset consists of roughly 10 hours of driving data with LISA-T operating in autonomous mode in slow-moving traffic on freeways, with three different drivers. The drivers perform non-driving related tasks (NDRTs) such as operating the infotainment unit to navigate to a specific location, changing the radio station, using a hand-held device to read a text and drinking from cup/bottle. A safety co-passenger constantly monitors the road and vehicle state when the driver performs the NDRT. To simulate takeover requests, the safety co-passenger triggers a TOR, after which the driver is instructed to bring their eyes on the road and hands on the wheel. Note that control is not transferred from the vehicle to the driver after takeover alarms (as in the controlled driving dataset on the Iowa test track) since this would be unsafe in real traffic. Our dataset contains 295 total “takeovers”. We extract 30 second clips around each “takeover” event. Two second
snippets from these clips are rated by raters on a scale of 1 to 5, as illustrated in Figure 9. The ratings and normalized and interpolated over the video clips to obtain the ground truth ORI ratings.

Figure 9. Raters provide a rating on a scale of 1 to 5 to describe the readiness of the driver over each two second interval of a 30 second driving clip, as described in [1].

Observable Readiness Index Estimation
We train the ORI estimation model using a subset of features (gaze zones, held-objects and hand activity) using naturalistic data from LISA-T and the controlled driving datasets. Note that the extracted features, namely,
gaze zone probabilities, held-object probabilities and hand activity probabilities, are all view independent, allowing for training on data from testbeds with differing camera configurations.

We compare three different variants of the ORI model, which use purely gaze features, purely hand features, and both sets of features. Additionally, we compare the camera views used for extracting gaze features and hand features. Table 2 reports the mean absolute errors between the ground truth ORI ratings and the predicted ORI values for the newly collected dataset with the multi-camera framework.

| Table 2 |
|---|---|---|---|---|---|---|---|---|
| | Gaze Features | | | | Hand features | | | MAE |
| | Dashboard Driver | Dashboard Center | Rearview | Steering | Dashboard Center | Rearview | | |
| ✓ | ✓ | ✓ | ✔ | ✓ | ✔ | | | 0.6711 |
| | | | | | | | 0.7670 |
| | | | | | | | 0.7404 |
| | | | | | | | 0.6883 |
| | | | | | | 1.5171 |
| | | | | | | | 1.5722 |
| | | | | | | | 0.9215 |
| | | | | | | | 0.9280 |

Experimental results suggest the ORI models that purely use gaze features outperform those that purely use hand features, as well as those that use a combination of both sets of features. In other words, the hand features seem to be adversely affecting ORI estimation. However, previous ORI experiments [15] clearly show the utility of hand locations and held objects for estimating ORI. The poor results with hand features suggest two possibilities: first, that the hand location and held object classifier modules may need to be further trained to improve their accuracies, and second, that the particular selected camera views may not be the most suitable for driver hand analysis, because the driver’s hands are only visible in the dashboard-center and rearview cameras (in which views the driver’s hands are often occluded or truncated). Within the purely gaze-based ORI estimation models, the models that use the dashboard-mounted driver-facing camera and steering wheel view achieve the lowest MAE values, as expected from views which have the most direct visibility of the eyes.

**Objective Takeover Readiness Metrics Using Ego-Vehicle State**

While the ORI represents prediction of a quantity derived from subjectivity, here we introduce an objective measure of takeover quality. A safe takeover performed by a prepared driver would appear seamless, meaning that the ego vehicle would move in a predictable manner, without sudden braking, acceleration or lateral deviation. A distracted driver, on the other hand, may overreact, leading to unpredictable longitudinal or lateral motion of the ego vehicle. The ego-vehicle’s motion during takeovers can thus provide a useful objective measure of driver takeover readiness.

We derive two objective readiness measures from the ego-vehicle state: one corresponding to longitudinal motion, and one corresponding to lateral motion. First, we consider the maximum change in speed (Δv) of the vehicle during the immediate 5 seconds post TOR, intended to capture any sudden braking or acceleration by an under-prepared driver. Second, we consider maximum deviation from the lane centerline (Δx) during the immediate 5 seconds post TOR, intended to capture any sudden swerving or drift during the takeover.
Figure 10. As objective metrics based on ego-vehicle state, we measure the maximum deviation in ego vehicle speed ($\Delta v$) 5 seconds immediately after the TOR (left), and maximum lateral deviation from lane centerline ($\Delta x$) 5 seconds immediately after the TOR (right).

From the collected data, we measure the maximum change in speed, and deviation from lane centerline 5 seconds post TOR for each experimental trial ($\Delta v$ and $\Delta x$). Figures 11 and 12 show the average values of $\Delta v$ and $\Delta x$ by NDRT respectively.

Figure 11. Max deviation in speed up to 5 seconds post TOR ($\Delta v$) by NDRT.
Figure 12. Max deviation from lane centerline up to 5 seconds post TOR ($\Delta x$) by NDRT.

We note that $\Delta v$ is lowest when the driver is attentive or just talking to co-passenger, while $\Delta v$ is high for highly distracting NDRTs such as eyes closed, phone call, reading, counting coins and texting. This suggests that the driver tends to overreact post takeover when distracted. A similar trend can be observed for $\Delta x$, with the maximum lateral deviation observed for the eyes closed (sleeping) NDRT.

**Correlation of Objective Readiness Metrics with ORI and Takeover Time**

We compute the correlation of ORI prior to TOR with the objective metrics $\Delta v$ and $\Delta x$, as well as the correlation of $\Delta v$ and $\Delta x$ with takeover time, reported in Table 3.

<table>
<thead>
<tr>
<th>ORI</th>
<th>$\Delta v$</th>
<th>$\Delta x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attentive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Talking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eyes closed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Texting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone call</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infotainment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count coins</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We note that we get very slight negative correlations for ORI with $\Delta v$ and $\Delta x$, meaning a low value of observable readiness corresponds to high deviations in speed and high deviations from the lane centerline. On the other hand, takeover times have a slight positive correlation with $\Delta v$, meaning high takeover times correspond to high values of $\Delta v$. From our experiments, $\Delta x$ is uncorrelated with takeover time.

**CONCLUDING REMARKS**

This exploration suggests that the ORI model generalizes to various views of the cabin and serves as an effective predictor of TOT, but relies on the performance of the modules for feature extraction from the hands and eyes. Further investigation in methods for improved accuracy of hand zone and held object classifiers would serve to further improve downstream models’ (such as ORI) predictive abilities. These experiments suggest that there is a tradeoff in the ability of a camera to accurately observe both the eyes and the hands, and that careful consideration...
should be made when selecting camera positions intended to predict driver readiness, and that the optimal placement is highly task-dependent.

In analyzing takeover quality as a function of readiness and estimated takeover time, we find the trends in correlation to match intuition; the negative correlations between ORI and takeover quality metrics show that low readiness corresponds to high deviations in vehicle lateral position and longitudinal velocity, and positive correlations between TOT and takeover quality metrics show that quick takeovers correspond to less deviations in vehicle lateral position and longitudinal velocity.

We note the low absolute values of all correlation coefficients, suggesting that the link between the objective readiness metrics and ORI/takeover time is inconclusive. One prominent source of noise is that some drivers brake and bring the ego-vehicle to a halt post TOR in the controlled driving dataset, rather than maintaining ego-vehicle speed. A more precise experiment where the driver is instructed to maintain the ego-vehicle’s motion after the TOR may yield more reliable metrics of takeover quality. Additionally, surrounding traffic, which is missing in the controlled driving environment, may affect these values, as would the next navigational goal of the ego vehicle. An initial study varying these parameters in a simulator setting followed by a real world study with an appropriate safety protocol (e.g. secondary driver with pedal controls) could yield results of further interest.

In conclusion, the experimental analysis represents a complete and fully-AI-driven instance of the before-during-after analytical framework for safer control transitions in real-world takeover events; predicted ORI speaks to readiness “before” a takeover, predicted TOT speaks to pace of transition “during” the takeover, and ego vehicle motion metrics speak to the quality of control “after” the takeover.
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